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Anthropomorphism 



 
A class of microprocessor designed to accelerate AI 

applica3ons. 

  
So6ware that can perform certain tasks independently 

and proac3vely without the need for human interven3on, 
o6en u3lizing a suite of tools like calculators or web 

browsing. 

 
This is a tool designed to iden3fy whether something was 

created using genera3ve AI tools. While these tools are 
not completely reliable, they can provide an indica3on of 

how likely it is that a given text is AI-generated. 

  
Refers to the frameworks, policies, and prac3ces 

established to oversee the development, deployment, and 
use of ar3ficial intelligence systems. Its purpose is to 

ensure that AI is used responsibly, ethically, and safely, 
minimising risks and promo3ng transparency, 
accountability, and fairness in AI applica3ons. 

 
A specialised so6ware component that integrates ar3ficial 
intelligence and machine learning capabili3es into external 
applica3ons and services. These enable the automa3on of 

tasks, personalisa3on of user experiences, and 
op3misa3on of workflows by leveraging AI technologies. 

  
An interdisciplinary field that focuses on understanding 

the long-term effects of ar3ficial intelligence and the 
poten3al risks of its rapid advancement. It seeks to find 

ways to ensure that AI systems are safe and beneficial for 
society. 

 
A set of step-by-step instruc3ons that a computer follows 

to solve a specific problem or perform a task. In the 
context of ar3ficial intelligence and machine learning, 

algorithms are used to process data, make decisions, and 
generate predic3ons. 

  
The task of ensuring that the goals of an AI system are in 

line with human values. 

 
This refers to when humans aHribute human-like 

characteris3cs to non-human objects. In AI, this means 
perceiving a chatbot or virtual assistant as more aware, 

emo3onal, or even sen3ent than it truly is - such as 
believing it feels happy, sad, or conscious. 

  
A set of rules and tools that allows different so6ware 

applica3ons to communicate with each other. 



 
 
 

Ar2ficial intelligence systems 

  
 
 

Ar2ficial General Intelligence 
(AGI) 

 
 
 

A?en2on 

  
 
 

ASI (Ar2ficial Super Intelligence) 

 
 
 

Autoencoders 

  
 
 

Audit 

 
 
 

Automated Speech Recogni2on 

  
 
 

Autonomous Systems 

 
 
 

Bias 

  
 
 

Back Propaga2on 



 
A hypothe3cal form of AI that could understand, learn, 

and apply knowledge across diverse tasks at a human-like 
level.  

  
Systems capable of perceiving an environment through 

data acquisi3on, and interpre3ng that informa3on to take 
an ac3on or to imitate intelligent behavior given a specific 
goal; and learning and adap3ng behavior by analyzing how 

the environment is affected by prior ac3ons. 

 
Though subject to debate, this is commonly defined as 

ar3ficial intelligence that surpasses the capabili3es of the 
human mind. 

  
In the context of neural networks, mechanisms that help 

the model focus on relevant parts of the input when 
producing an output. 

 
Legisla3on that discusses an audit or evalua3on of how 

the ar3ficial intelligence use is func3oning. 

  
A neural network that compresses data into a smaller 

representa3on and then reconstructs it. 

 
Indepdently uses data to make decisions and carry out 
steps to achieve a goal, free of or with limited human 

interven3on. 

  
A type of natural language processing that focuses on 

conver3ng spoken language into text, enabling 
technologies like voice assistants to understand and 

respond to human speech. 

 
An algorithm o6en used in training neural networks, 

referring to the method for compu3ng the gradient of the 
loss func3on with respect to the weights in the network. 

  
Refers to the tendency of ar3ficial intelligence systems to 
produce unfair or prejudiced results due to the data they 

are trained on or the way they are designed. 



Chain of Thought  Big Data 

ChatGPT  Chatbot 

CLIP (Contras2ve Language–
Image Pretraining) 

 Claude 

Compute  Cogni2ve compu2ng 

Computerised Learning  Computer vision 



 
Extremely large and complex datasets that cannot be 

easily processed using tradi3onal methods. It comes from 
various sources, such as social media and sensors. 

  
In AI, this term is o6en used to describe the sequence of 
reasoning steps an AI model uses to arrive at a decision. 

 
A so6ware applica3on that uses ar3ficial intelligence to 

simulate human-like conversa3ons. It interacts with users 
via text or voice, providing informa3on, answering 

ques3ons, or assis3ng with tasks in real-3me. 

  
An AI language model developed by OpenAI that can 

understand and generate human-like text. It’s designed to 
assist with various tasks like answering ques3ons, wri3ng 
content, and engaging in conversa3ons, making it useful 

for everything from casual chats to more complex 
problem- solving. 

 
An AI chatbot developed by Anthropic, designed to assist 

with a range of tasks such as answering ques3ons, 
providing recommenda3ons, and genera3ng content. 

  
An AI model developed by OpenAI that connects images 

and text, allowing it to understand and generate 
descrip3ons of images. 

 
A technology that mimics human thought processes by 
using ar3ficial intelligence to analyse data, learn from 

paHerns, and make decisions, o6en applied to tasks like 
language understanding, decision-making, and problem-

solving.B 

  
The computa3onal resources (like CPU or GPU 3me) used 

in training or running AI models. 

 
A field of ar3ficial intelligence that enables computers to 

interpret and understand visual informa3on from the 
world, such as images and videos, to perform tasks like 
object recogni3on, image analysis, and facial detec3on. 

  
Refers to the use of ar3ficial intelligence technologies to 
enhance or automate the learning process. It involves AI-
driven tools like adap3ve learning plaWorms, intelligent 

tutoring systems, and personalised educa3onal programs 
that adjust content based on a learner’s progress and 

needs. 



Convolu2onal Neural Network 
(CNN) 

 Conversa2onal AI 

Data Mining  Data Augmenta2on 

Deep Learning  Deepfakes 

Diffusion Models  Diffusion 

Distor2ons  Disclaimer 



 
A sub-field of AI that refers to technologies, such as 

chatbots or virtual assistants or agents, that users can talk 
to. For example, a chatbot can understand and respond to 

customer inquiries in a natural and human-like manner. 

  
A type of deep learning model that processes data with a 
grid-like topology (e.g., an image) by applying a series of 
filters. Such models are o6en used for image recogni3on 

tasks. 

 
Uses exis3ng data to generate new, diverse samples, which 
helps enhance a model’s op3misa3on and generalisability. 
By increasing the dataset size, it allows models to perform 

beHer on new, unseen data. 

  
The process of discovering paHerns, trends, and useful 

informa3on from large sets of data. It involves analysing 
and extrac3ng valuable insights from data, o6en using 

techniques from sta3s3cs and machine learning. 

 
Videos, photos, or audio recordings that seem real but 

have been manipulated with AI. The underlying 
technology can replace faces, manipulate facial 

expressions, synthesize faces, and synthesize speech. 
Deepfakes can depict someone appearing to say or do 

something that they in fact never said or did. 

  
A type of AI that teaches computers to learn from a large 

amount of data. It uses layers of ar3ficial “neurons” to 
recognize paHerns in things like pictures, sounds, or text. 
The more data it has, the beHer it becomes at tasks such 
as iden3fying objects in images or understanding speech. 

 
In AI and machine learning, a technique used for 

genera3ng new data by star3ng with a piece of real data 
and adding random noise. A diffusion model is a type of 
genera3ve model in which a neural network is trained to 
predict the reverse process when random noise is added 

to data. Diffusion models are used to generate new 
samples of data that are similar to the training data. 

  
A type of AI model that creates data like images by star3ng 

with random noise (like sta3c on a TV) and slowly 
removing the noise to form a clear picture. It’s used to 

generate new and realis3c data, such as artwork or 
photos. 

 
A wri3ng that dictates a legal note on poli3cal material 

that discloses whether ar3ficial intelligence had any input 
into the poli3cal material at hand. 

  
Refers to errors, biases, or inaccuracies in AI systems that 
lead to skewed or unfair outcomes. These distor3ons can 
arise from biassed data, flawed algorithms, or improper 

system design, causing the AI to make incorrect or 
prejudiced decisions. 



Embedding  Double Descent 

End-to-End Learning  Emergence/Emergent Behaviour 

Ethics  Environmental Impact 

Explainable AI (XAI)  Expert Systems 

Forward Propaga2on  Fine Tuning 



 
A phenomenon in machine learning in which model 

performance improves with increased complexity, then 
worsens, then improves again. 

  
The representa3on of data in a new form, o6en a vector 

space. Similar data points have more similar embeddings. 

 
This refers to advanced ar3ficial intelligence systems that 
exhibit capabili3es or behaviours that were not explicitly 
programmed or an3cipated during their development. 
These behaviours emerge from complex interac3ons 

within the system, o6en as a result of training on large 
datasets. 

  
A type of machine learning model that does not require 
hand-engineered features. The model is simply fed raw 

data and expected to learn from these inputs. 

 
Refers to the effects that developing, deploying, and 

maintaining ar3ficial intelligence systems have on the 
environment. This includes energy consump3on, carbon 
emissions from data centres, and the resource-intensive 

processes required for training large AI models, 
highligh3ng the need for sustainable prac3ces in AI. 

  
Refers to the principles and guidelines that govern the 
development and use of ar3ficial intelligence to ensure 
that it is fair, transparent, and does not cause harm. It 

addresses issues like bias, privacy, accountability, and the 
societal impact of AI. 

 
An applica3on of ar3ficial intelligence technologies that 
provides solu3ons to complex problems within a specific 

domain. 

  
A subfield of AI focused on crea3ng transparent models 
that provide clear and understandable explana3ons of 

their decisions. 

 
The process of taking a pre-trained AI model and making 
small adjustments so it works beHer for a specific task. 

  
In a neural network, forward propaga3on is the process 

where input data is fed into the network and passed 
through each layer (from the input layer to the hidden 
layers and finally to the output layer) to produce the 

output. The network applies weights and biases to the 
inputs and uses ac3va3on func3ons to generate the final 

output. 



General Adversarial Network 
(GAN) 

 Founda2on Models 

Genera2ve AI (GenAI)  Genera2ve Adversarial Network 
(GAN) 

GPT (Genera2ve Pretrained 
Transformer) 

 GitHub Copilot 

Gradient Descent  GPU (Graphics Processing Unit) 

Hidden Layer  Hallucina2ons 



 
Large AI models trained on a wide range of data, making 

them capable of understanding and performing many 
tasks. They serve as a base for other, more specific AI 

applica3ons, like chatbots or language translators, by fine-
tuning them for par3cular tasks. 

  
A type of machine learning model used to generate new 

data similar to some exis3ng data. It pits two neural 
networks against each other: a “generator,” which creates 
new data, and a “discriminator” which tries to dis3nguish 

that data from real data. 

 
A type of AI model with two parts: one creates new data 
(like images), and the other checks if it looks real or fake. 
They work against each other, improving over 3me un3l 
the generated data looks real. GANs are o6en used to 

create realis3c images, videos, or music. 

  
Ar3ficial intelligence systems designed to create new 

content, such as text, images, or music, based on paHerns 
learned from exis3ng data. Unlike tradi3onal AI that only 
analyses or classifies data, it generates original outputs. 

 
An AI-powered coding assistant embedded within 

development environments, designed to help developers 
with tasks like wri3ng, comple3ng, and refactoring code, 

enhancing produc3vity through intelligent code 
sugges3ons and support. 

  
A large-scale AI language model developed by OpenAI that 

generates human-like text. 

 
A specialized type of microprocessor primarily designed to 

quickly render images for output to a display. GPUs are 
also highly efficient at performing the calcula3ons needed 

to train and run neural networks. 

  
In machine learning, gradient descent is an op3miza3on 

method that gradually adjusts a model’s parameters based 
on the direc3on of largest improvement in its loss 

func3on. In linear regression, for example, gradient 
descent helps find the best-fit line by repeatedly refining 

the line’s slope and intercept to minimize predic3on 
errors. 

 
Occur when an AI generates incorrect or made-up 

informa3on that sounds believable. This happens because 
the AI predicts paHerns without truly understanding or 
verifying facts, leading to confident but false responses. 

  
Layers of ar3ficial neurons in a neural network that are not 

directly connected to the input or output. 



Image Recogni2on  Hyperparameter Tuning 

Instruc2on Tuning  Inference 

Latent Space  Large Language Model (LLM) 

Machine Learning  Loss Func2on (or Cost Func2on) 

MicrosoT Copilot  MicrosoT Azure 



 
The process of selec3ng the appropriate values for the 

hyperparameters (parameters that are not learned from 
the data) of a machine learning model. 

  
Image recogni3on in AI is the ability of machines to 

iden3fy and classify objects or features in images using 
deep learning algorithms. It’s used in applica3ons like 

facial recogni3on and object detec3on. 

 
The process of making predic3ons with a trained machine 

learning model. 

  
A technique in machine learning where models are fine-
tuned based on specific instruc3ons given in the dataset. 

 
A type of AI model that can generate human-like text and 

is trained on a broad dataset. 

  
In machine learning, this term refers to the compressed 

representa3on of data that a model (like a neural network) 
creates.  

 
A func3on that a machine learning model seeks to 

minimize during training. It quan3fies how far the model’s 
predic3ons are from the true values. 

  
A branch of ar3ficial intelligence that enables computers 

to learn from data and improve their performance on 
tasks without being explicitly programmed. 

 
A cloud compu3ng plaWorm offering services like 

applica3on hos3ng, data analy3cs, AI tools, and storage, 
enabling organisa3ons to build, deploy, and manage 

solu3ons across cloud and hybrid environments. 

  
This is an AI-powered assistant embedded within 

Microso6 applica3ons, designed to help users with tasks 
such as dra6ing, summarising, and analysing content, 

enhancing produc3vity through intelligent automa3on and 
support. 



Mul2modal  Mixture of Experts 

NeRF (Neural Radiance Fields)  Natural Language Processing 
(NLP) 

Objec2ve Func2on  Neural Networks 

Op2cal Character Recogni2on 
(OCR) 

 OpenAI 

OverfiXng  Op2misa2on 



 
A machine learning technique where several specialized 

submodels (the “experts”) are trained, and their 
predic3ons are combined in a way that depends on the 

input. 

  
This is a subfield of machine learning focused on 

interpre3ng and integra3ng mul3ple types of data, such as 
text, images, and audio, to build models that can process 

and relate informa3on from various sources. 

 
A field of ar3ficial intelligence that focuses on the 

interac3on between computers and human language. It 
enables machines to understand, interpret, and respond 

to wriHen or spoken language. 

  
A method for crea3ng a 3D scene from 2D images using a 

neural network. It can be used for photorealis3c 
rendering, view synthesis, and more. 

 
A type of ar3ficial intelligence model inspired by the 

structure of the human brain. They consist of layers of 
interconnected nodes, or “neurons,” that process 

informa3on. 

  
A func3on that a machine learning model seeks to 

maximize or minimize during training. 

 
A leading AI research organisa3on that creates and 

promotes AI technologies, including tools like ChatGPT. 

  
This is the process of conver3ng images of printed, 

handwriHen, or typed text into a machine-readable text 
format. This technology allows computers to recognise 
and interpret text from images, making it easier to edit, 

search, and store informa3on digitally. 

 
Involves improving the performance and efficiency of AI 

algorithms and models to achieve beHer results. 

  
A modeling error that occurs when a func3on is too closely 

fit to a limited set of data points, resul3ng in poor 
predic3ve performance when applied to unseen data. 



Pre-training  Parameters 

Prompt  Predic2ve analy2cs 

Recursive Promp2ng  Prompt Engineering 

Reinforcement Learning  Regulariza2on 

RLHF (Reinforcement Learning 
from Human Feedback) 

 Responsible AI 



 
In machine learning, parameters are the internal variables 
that the model uses to make predic3ons. They are learned 

from the training data during the training process. For 
example, in a neural network, the weights and biases are 

parameters. 

  
Refers to the ini3al phase of training a model on a large 
dataset before it is fine-tuned for specific tasks. During 

this, the model learns general paHerns, language 
structures, and contextual rela3onships from the data, 

helping it to understand and generate text more 
effec3vely. 

 
The use of AI to analyse current and past data to make 

predic3ons about future events. It helps businesses and 
organisa3ons an3cipate trends or outcomes, such as 

predic3ng customer behaviour or sales trends. 

  
The ini3al context or instruc3on that sets the task or query 

for the model. 

 
The skill of crea3ng ques3ons or instruc3ons for AI to get 
the answers or responses you want. By carefully choosing 
the right words and structure, you help the AI understand 

what you’re asking and produce beHer results.  

  
A strategy for guiding AI models to produce beHer quality 

output. It works by giving the model a sequence of 
prompts or ques3ons that build on its previous responses, 
gradually refining the context and the AI’s understanding 

to achieve the desired outcome. 

 
In machine learning, regulariza3on is a technique used to 

prevent overficng by adding a penalty term to the 
model’s loss func3on. This penalty discourages the model 

from excessively relying on complex paHerns in the 
training data, promo3ng more generalizable and less 

prone-to-overficng models. 

  
A type of machine learning where an AI learns to make 

decisions by interac3ng with an environment and receiving 
feedback in the form of rewards or penal3es. 

 
The development and use of ar3ficial intelligence systems 
in an ethical, transparent, and accountable way. The aims 

of this are to ensure fairness, prevent biases, and 
safeguard privacy. 

  
A method to train an AI model by learning from feedback 

given by humans on model outputs. 



Sen2ment analysis  Robo2cs (Autonomous Robot) 

Singularity  Single-shot promp2ng 

Supervised Learning  Stochas2c Parrot 

Synthe2c Media  Symbolic Ar2ficial Intelligence 

Token and Tokenisa2on  TensorFlow 



 
A branch of technology that involves designing and 
crea3ng robots that can perform tasks on their own 

without human control.S 

  
A method in AI that examines text (like reviews or social 

media posts) to determine the writer’s feelings or 
opinions. It helps iden3fy whether the sen3ment is 
posi3ve, nega3ve, or neutral, allowing businesses to 
understand customer feedback and public opinion. 

 
This involves providing a model with a single example or 

prompt to understand a specific task and generate a 
response or predic3on. This approach allows the model to 

learn from just one instance, enabling it to perform the 
desired task effec3vely without needing extensive training 

data. Also known as one-shot promp3ng.  

  
In the context of AI, the singularity (also known as the 

technological singularity) refers to a hypothe3cal future 
point in 3me when technological growth becomes 

uncontrollable and irreversible, leading to unforeseeable 
changes to human civiliza3on. 

 
AI systems that use sta3s3cal rela3onships from massive 
datasets to generate human-like text, but they lack true 

seman3c understanding behind the word paHerns. 

  
A type of machine learning where an AI model is trained 
on labelled data, meaning each training example includes 
the correct answer. The model learns to make predic3ons 

based on this data. 

 
A type of AI that u3lizes symbolic reasoning to solve 

problems and represent knowledge. 

  
Any human being's voice, photograph, image, video or 

other human likeness created, reproduced, or modified by 
computer, using ar3ficial intelligence or so6ware 

algorithm, to be indis3nguishable to a reasonable viewer 
from a natural person. 

 
An open-source machine learning plaWorm developed by 
Google that is used to build and train machine learning 

models. 

  
A fundamental process in Natural Language Processing 

(NLP) and machine learning that involves breaking down 
text into smaller units called tokens. These tokens can be 
words, subwords, or even characters. The primary goal of 

tokenisa3on is to convert text into a format that 
computa3onal models can more easily analyse and 

understand. 



Training Data  TPU (Tensor Processing Unit) 

Transformer  Transfer Learning 

UnderfiXng  Turing Test 

Valida2on Data  Unsupervised Learning 

Voice-cloning  Voice Processing 



 
A type of microprocessor developed by Google specifically 

for accelera3ng machine learning workloads. 

  
The dataset used to train an AI or machine learning model. 

The quality, size, and representa3veness of the training 
data are crucial factors in the model’s performance. 

 
A method in machine learning where a pre-trained model 

is used on a new problem. 

  
A specific type of neural network architecture used 

primarily for processing sequen3al data such as natural 
language. Known for their ability to handle long-range 
dependencies in data, thanks to a mechanism called 

“aHen3on,” which allows the model to weigh the 
importance of different inputs when producing an output. 

 
An evalua3on of a machine’s ability to exhibit human-like 

intelligence. An AI passes the test if it can engage in a 
conversa3on with a human without the human realising 

they are talking to a machine.S (con3nued) Strong AI (also 
known as ar3ficial general intelligence – AGI) Refers to AI 

systems that possess generalised intelligence and 
capabili3es on par with human cogni3on. Unlike narrow or 

weak AI, which is designed for specific tasks, strong AI 
aims to replicate human-like reasoning, learning, and 

problem-solving abili3es across a wide range of ac3vi3es. 

  
A modeling error in sta3s3cs and machine learning when a 

sta3s3cal model or machine learning algorithm cannot 
adequately capture the underlying structure of the data. 

 
A type of machine learning where the model is not 

provided with labeled training data, and instead must 
iden3fy paHerns in the data on its own. 

  
A subset of the dataset used in machine learning that is 
separate from the training and test datasets. It’s used to 

tune the hyperparameters (i.e., architecture, not weights) 
of a model. 

 
Involves conver3ng spoken language into text (speech-to-
text) and then conver3ng text back into spoken language 
(text-to-speech). This enables AI systems to comprehend 

and produce human speech, facilita3ng natural and 
efficient interac3ons between humans and machines. 

  
A technology that uses AI to create a digital copy of a 

person’s voice. It can replicate the tone, pitch, and speech 
paHerns, allowing the AI to generate new speech that 

sounds like the original person. 



Weak AI  Watermarking 

XAI (Explainable AI)  Whisper 

Zero-shot Promp<ng  Zero-shot Learning 

   

   



 
The act of embedding informa3on, which is typically 

difficult to remove, into outputs created by AI – including 
into outputs such as photos, videos, audio clips, or text – 

for the purposes of verifying the authen3city of the output 
or the iden3ty or characteris3cs of its provenance, 

modifica3ons, or conveyance. 

  
Also known as narrow AI, this refers to ar3ficial 

intelligence systems designed to perform specific tasks 
without general understanding or awareness. Examples 

include chatbots or recommenda3on systems. 

 
An AI system developed by OpenAI to perform automa3c 
speech recogni3on (ASR), the task of transcribing spoken 

language into text. Whisper is trained on a large dataset of 
diverse audio, allowing it to effec3vely manage various 
accents, background noise and other audio varia3ons. 

  
A subfield of AI focused on crea3ng transparent models 
that provide clear and understandable explana3ons of 

their decisions. 

 
A type of machine learning where the model makes 
predic3ons for condi3ons not seen during training, 

without any fine-tuning. 

  
This is a technique that leverages the generalisa3on 

capabili3es of LLMs to perform new tasks without any 
prior specific training or examples. 

   

   


